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‘EkkAnaoia in the NT: An historical-critical approach

e Jennifer Eyl, “Semantic Voids, New Testament Translation, and Anachronism:

The Case of Paul’'s Use of Ekklésia”

o ekkAnoia does not yet mean “church” in the letters of Paul of Tarsus

o Instead, she suggests the translation “assembly”

o Her concern is that the later implications of the word “church” not be imported into the NT

o Paul's use is based in the Greek Old Testament (LXX) and Philo of Alexandria

o Paul is interested to incorporate his new Christian communities into the existing Jewish ones

e The Money Quote: “If one were to believe the Liddell, one would think the
entire semantic field suddenly changed in the middle of the first century...In all
instances of ekklesia in Greek literature and the LXX, this word means an
assembly (of some sort).” (334)



Investigate the claims

e |s ékkAnoia translated as “church” in the NT?
o YES! 108/114 times in the New Revised Standard Version
o Always “church” when it clearly refers to a Christian group
e Do the lexica assert a unique translation for the New Testament?
o YES!
o General: LSJ, Middle Liddel; NT: BDAG, Louw-Nida
o Other scholars lean towards church, even when they recognize a relationship to Jewish texts
e Did the semantic field of ékkAnoia change “in the middle of the first century”?
o Eyl says “No”
o NT translations, Lexica (and most other scholars) say “Yes”
e \What can we learn from a computational-linguistic approach?



‘EkkAncia: A computational-semantic approach

Distributional Semantics
Firth, “You shall know a word by the company it keeps!”

e Harris, “The most precise way of determining a word’s meaning is by
investigating the meanings of the words that occur along with that word.”

e Weaver, “But if one lengthens the slit in the opaque mask, until one can see
not only the central word in question, but also say N words on either side,
then if N is large enough, one can unambiguously decide the meaning of the
central word.”

e Meaning from context



This Talk

e First half will discuss the computational method that | used
o How to count
o How to calculate significant co-occurrence
o How to calculate word similarity
e The second half will focus on interpreting the results for ékkAnacia
o Close reading comparison of the results for the NT, LXX, and Philo



How to count? l.e., what is a word’s context?

e | chose to use a fixed window N left and N right of the target word

o Follows Weaver and typical procedure

o Could have chosen other variable length logical units, e.g., sentence, paragraph, chapter, etc.
e But how large?

o Studies have concluded from 1-500 words!
e And what type?

o All words in the window are equally important? = Unweighted window
o Words that are closer to the target word are more important? = Weighted window



Unweighted vs. Weighted: an example

Table 1.5: Unweighted context window

Count | 1 1 1 110 1 1 1 1| 0 0 0
Word | The |small |quick |red |[fox [jumped |nimbly |over |the [lazy |brown |dog
Table 1.6: Weighted context window
Count | 1 2 3 4 10 4 3 2 1 0 0 0
Word | The |small |quick |red [fox |jumped |[nimbly |over |the [lazy |brown |dog




So let's count!



Target Word #1 Co-occurrent #2 Co-occurrent #3 Co-occurrent
TTOIEW 0 Kai auTOG
Epyoual 0 Kati auUTOC
iva 0 Kai auTOG
yivouai 0 Kati auUTOC
EXW 0 Kai auTOG
KUPIOG 0 Kali auTOC
'Incolc 0 Kai auTOG
LS 0 Kai auToC
0ebdC 0 Kai auTOG
AEyw 0 Kai auTOG




How to Proceed? - Significant Co-occurrence

e Jacqueline Léon, “Significant collocation [=co-occurrence] is regular
collocation between two items, such that they co-occur more often than their
respective frequencies.”

e In the New Testament in general

o 0 (“the”) occurs once every 7 words
o KUplog (“Lord”) occurs once every 200 words

e Butin the neighborhood of the word Incolc¢ (“Jesus”)
o 0 occurs once every 6 words (16% more often than one would expect)
o  Kuplog occurs once every 10 words (2000% more often than one would expect)

e Distributional-semantic conclusion: the word “lord” tells us more about the
meaning of the word “Jesus” than the word “the” does



Table 1.3: Log-likelihood ratio with a unweighted context window of 121.-12R.

TOLEW | Epyouon | v | yivopou| €yw | xbproc| Incolc| mdc | Vedc | Aeyw
motéwy [111.90) 0.50 |12.39| 15.42 | 2.21 | 0.01 1.88 7.43 | 2.73 | 21.66
goyouor| 0.50 | 2851 |11.16] 0.16 | 2.22 | 0.78 | 14.18 | 16.46 | 46.89 | 14.69
val 12.39 | 11.16 |16.07| 4.32 | 21.77 | 2.99 0.84 | 10.30 | 1.71 | 15.28
yivopor | 15.42 | 0.16 | 4.32 | 11.99 | 20.41 | 1.20 9.28 1.28 | 2.74 | 7.37
EYW 2.21 2.22 |21.76| 20.41 [140.32| 8.39 4.53 5.45 | 5.94 | 0.35
xOptog | 0.01 0.78 [2.99 | 1.20 | 839 [102.47| 99.90 | 5.39 | 0.26 | 33.40
Inoolc | 1.88 | 14.18 |[0.84 | 9.28 | 4.53 | 99.90 | 0.68 5.99 | 15.96 |143.06
1¥ela 7.43 | 16.46 [10.30] 1.28 | 5.45 | 5.39 5.99 [226.53] 9.99 | 80.87
Veodg 2.73 | 46.89 | 1.71 | 2.74 | 594 | 0.26 | 15.96 | 9.99 |142.80| 49.82
AEY W 21.66 | 14.69 |15.28| 7.37 | 0.35 | 33.40 | 143.06 | 80.87 | 49.82 | 91.19
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Target Word #1 Co-occurrent #2 Co-occurrent #3 Co-occurrent
TTOIEW TTOIEW dEVOpOV KAPTTOG
Epyoual TTPOC 0edC oTav
iva un EYW Kai
yivopai (ofAlo]¥[e]q 0i0¢ oyia
EXW EXW xpeia ¢€ouaia
KUPIOG EYW KUPIOG inoolc¢
'Inooic XPIOTOG Aéyw ATTOKPivoual
Ta¢ Ta¢ UTTOTAOOW AEyWw
0ebC 0ed¢ o) XPIOTOC
AEyw ATTOKpivoual TiC auToC
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What now?

e Zellig Harris, “If we consider words or morphemes A and B to be more
different in meaning than A and C, then we will often find that the distributions
of A and B are more different than the distributions of A and C. In other
words, difference of meaning correlates with difference of distribution.”

e So to find semantic relationship we need to find similarity of distribution

e The vectors of values that we saw previously are distributions

e So we need to find the similarity of these vectors
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Cosine Similarity

CosSim(A, B) =

T
Z Ai XBz‘

1=1

'iz;l:l(A‘i):ZX z'z::I(Bi)2

TolEw | Epyopar| tva | ylvouou| Eyw | xOpoc| Inoolc| mc | Yedc | Aéyw
molew |111.90( 0.50 [12.39| 15.42 | 2.21 0.01 1.88 7.43 | 2.73 | 21.66
coyouor| 0.50 | 28.51 |11.16] 0.16 2.22 | 0.78 14.18 | 16.46 | 46.89 | 14.69

CosSim(moiéw, Epxouai) = 0.6430
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Distributional Semantics as Historical Criticism

Historical Criticism says that meaning is found primarily in historical context
The ONLY “meaning” that distributional semantics returns is a word’s
relationships with other words

e The only modern biases that are present are those that were introduced by

the editor
e As you will see in a moment, the results still require a significant amount of

interpretation
e But this is what we do as humanists!



Some important questions to consider

e \We now have a process to calculate semantic similarity

e But what are the best parameters?
o Context window size
o Context window type
o Significance algorithm

e TJo test this, we need to know what our results should look like, i.e., which
words are similar to which other words
e In other words, we need a gold standard



Louw-Nida: the gold standard

e Johannes P. Louw and Eugene A. Nida, Greek English Lexicon of the New
Testament: based on Semantic Domains
e Organizes all lemmata in the New Testament into semantic categories, e.g.

e “Supernatural Beings and Powers”
o 0egb¢ (God)
o ayyehog (angel)
o oatavacg (Satan)

e \When the clusters of similar words returned by these methods most resemble
the Louw-Nida semantic domains, we have found our parameters!
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Table 1.11: Optimal window sizes for the different corpora

New Testament Septuagint Josephus | Philo | Plutarch | Perseus

Lemmatized | Inflected |Lemmatized| Inflected
10| 1.07855(1411.2404 4 2.0135(111.8052|33(1.8636 |24 [3.134847|2.1088 (49 |2.0639
11| 1.07663(15]1.24301|5 1.9711(1211.8063 |34 |1.8673|25[3.1356|48(2.1094 | 50 | 2.0646
13| 1.07585(1711.2432 |7 2.0383 (14 1.8059(3611.8624 |27 13.141850(2.1115|52(2.0648
14 1.07281 (18(1.2424 |8 2.0998 |15 (1.8045 |37 |1.8638 |28 3.1460 |51 [2.1085 |53 (2.0647




Now, finally, we can investigate our problem

(the translation of ékkAnaia)



Methodological Notes

e | lemmatized ékkAnoia
o l.e., | took every inflected form of ékkAnoia and transformed it into the dictionary form
o This results in a single semantic vector instead of several

e | compared similarity vectors

o l.e., | calculated which words were the most similar to ékkAnoia in each corpus
o Then | compared the similarity vector for ékkAnaia in one corpus with that in another
o So | am comparing the relational meaning of ékkAnacia in the different corpora

e This does not return synonyms
o Instead, word similarity suggests that they share a common topic, e.g., “heavenly beings”

e Scholarly focus was on similarities between NT and LXX and/or Philo, so that
will be my focus here



Table 1: 50 most similar words between the NT a

nd LXX

aunehéva | vineyard | dumeréw vineyard |énedlunoo to covet Ywooxewe |to know | dAndwol | truthful
0 EQPAYOUEV to eat el to say VDS straight [6Aedpog |ruin
aptévon to forgive TEXTOVOQ craftsman |avetel to refuse |O6Aiog entire
hevdeic | to lie Wepido portion nowolvies | to do Veolg gods
aAndwéy | truthful APOPEVTES to look e iTeYels proper 0eliw to show | Véher to will
toward time
xadopov | clean AVEUVAoUT to remind |€youev to have Ooupovie | demon
OQELAEL to owe HOPOV blunt xpeiocov |better
napVévov | virgin OLovoruato notion WEVOUEV to stay
nenordévon to Eyouoa to have EUEVEV to stay pteXelet foot
persuade
gtepol other &vdmouoty rest notel to do Eyve to know | AdfBete to take




Now we need close reading!

e Black = Exodus

” 13 ” 13 ” 13 ” [13

o “Egyptian”, “toil”, “to whip”, “to strike”, “river’
e Medium gray = 10 commandments

” 13 ” 11 ” 11

o “Tolie”, “other...gods”, “to covet”,
mercy, work)”

e Dark gray = promised land

th) 1]

o “Toinherit”, “to swear...ancestors”
e Here ékkAnoia shares a semantic domain with words describing the events of

the Exodus, i.e., Israel’s founding story

” 11

to take (the Lord’s name in vain)”, “to do/make (idols,



Table 1:

50 most similar words between the NT and Philo

\ ) . to look

oINnTNC Hupil €00V to see AUPOPEIVTE AOAETY to talk 4 omplete

e pui ¢op S| towards e ‘

gtel year OYAO owd étoc year

ULOV son TOMGIC many TEAELY deed gneoayv to fall LXAVOV sufficient

eEMdOV to come EL0EL form avipwrog | person YTic earth

. . N . " roper

AX0VCOG to hear IXOVOLC sufficient pdeilelolia p . P

time

o e - roper .

fisdov to come 006 road XouLpEd T pag hour
time

y to come " " ~ .

eZihdev out gvevto to place Gvipwnov | person 00UC to give

nape Vel | to pass adehpoug | sibling eloev to see eUYAPLOTELY

YElpa hand adnho unseen (ofeTey Lol flesh yevvaTal to beget

VIbdeloly small 0p estive Yeov God dwotv to see xoloapog | emperor




NT and Philo - communal religious celebration

e Medium-dark gray = time
o year (£1e1 and £10¢), “season, hour”, “proper time” (kaip®, KaIPoig)

e Dark gray = festivals
o “festival’, “crowd”, “whole (community?, burnt offering?)”, “to give thanks”

e So ¢kkAnoia shares a semantic domain with words about time and about
gathering for giving thanks
e This suggests a shared focus on the religious festivals of the community



What does it all mean?

e Evidence we have seen supports Eyl's arguments
o €ékkAnoia does not seem to have a new “semantic field” in the NT

o Exodus theme demonstrates a clear point of contact between the NT and the LXX
o Philo and the NT connect in terms of religious festivals

o So ékkAnaoia appears to follow a Jewish model, but was it to integrate or to replace?

e This evidence suggests (DOES NOT PROVE) that we should rather choose a

translation that we would use for Philo or the LXX instead of “church”
o Assembly?

o Congregation?
e |t does not tell us, however, which translation to choose



Read more at...

http://nbn-resolving.de/urn:nbn:de:bsz:15-qucosa?2-169575




Thank You!



One method: Pointwise Mutual Information

P(t,c
PMI(t,c)zlogQ( (,¢) )

Pt)P(c)

P(t,c) = # of times t and ¢ co-occur +total # of co-occurrences

P(t) = # of times t co-occurs with all words +total # of co-occurrences
P(c) = # of times ¢ co-occurs with all words +total # of co-occurrences
But there is another...
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Dunning’s Log-Likelihood Ratio (1)

Hypothesis 1: P(w?|w') = p = P(w?|-w') #independence
Hypothesis 2: P(w?|w') = p; # py = P(w?|-w') #dependence

L(Hl) B l()q b(ClQ,Cl,p)b(CQ — CIQ:N _ Clap)

log\ = log = L0,
L(HQ) b(C‘lg, Cl,pl)b(CQ — (12, N — Clap2)

b(k’,n, fr) - (:) T’”(l . I)('n—k)



Dunning’s Log-Likelihood Ratio (2)

log\ = log

L(Hy) ,  b(cia, c1,p)b(ca — c1a, N — c1,p)
= log
L(Hg) b(C12, C1,p1)b(C2 — C12, N — Clap2)

c, = co-occurrences of target word

C, = co-occurrences of co-occurrent

c4, = co-occurrences of the two words

N = total number of co-occurrences in the whole text

p = P(w?w') = P(wW?~w')=¢c, +N

pi = P(w?w') = ¢y, + ¢y

p, = P(W?"w') = (c; - €4) +(N - ¢4)

b(k, n, x) has its maximum where x =k +n, e.g., where p =c,, +C,



Louw-Nida: is this the best we can do?

e Lists only lemmata
o So inflected forms will either have to be lemmatized or ignored

e Only for the New Testament

o  Will not mention a lot of words in other sources
o However, their domain categorization depends on other sources besides the NT

e Their domain categorization depends on other sources besides the NT

o Distributional methods depend only on the contexts that you feed them
o If we use ONLY the New Testament, our distributional vectors and semantic similarities will
depend ONLY on the NT

e But, at this point, it is the best we can do
e THE RESULTS!!



CS comparison of word vectors
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